
IDS 702
Multinomial logistic regression



Model recap
Type of outcome Model



Multinomial distribution

PMF: 


Support: 


Parameters:  number of trials,  number of mutually exclusive events, 
 event probabilities ( )
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Multinomial distribution practice

• 4 people (Andrea, Sarah, Nick, and Kyle) will play Settlers of Catan this 
weekend. They will play 5 games. Andrea’s probability of winning is 0.65. 
Sarah’s probability of winning is 0.22, Nick’s is 0.08, and Kyle’s is 0.05. What 
is the probability that Sarah will win 2 games, Andrea will win 1, Kyle will win 
2, and Nick will win 0?


• What if the probabilities of winning are instead 0.26, 0.34, 0.1, and 0.42?



Data example

• A study is conducted to examine factors that may influence a student’s choice of career track 
upon entering high school. Students can choose between 3 tracks: academic, general, 
vocational


• Potential predictors include: student’s socioeconomic status (ses), sex, school type, and 
various test scores


https://stats.oarc.ucla.edu/r/dae/multinomial-logistic-regression/


https://bookdown.org/chua/ber642_advanced_regression/multinomial-logistic-regression.html

https://stats.oarc.ucla.edu/r/dae/multinomial-logistic-regression/
https://bookdown.org/chua/ber642_advanced_regression/multinomial-logistic-regression.html


Multinomial distribution

• We can select the multinomial distribution to describe the outcome 


• , where 


Y

P[yi = 1 |xi] = π1i, P[yi = 2 |xi] = π2i, . . . , P[yi = J |xi] = πJi

J

∑
j=1

πji = 1



Alternative logistic regression setup

• Recall logistic: 


• 


• 


• Now consider:  and 


• Then we can write the logistic model as 


• And  can be interpreted as the multiplicative change in odds of  over the baseline  
when increasing  by one unit

yi |xi ∼ Bernoulli(πi); log(
πi

1 − πi
) = β0 + β1xi
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Multinomial logistic regression setup

• We can still use the logit link function and set one level as the baseline, say 
 (e.g., academic track)


• Then the multinomial logistic regression is defined as a set of logistic 
regression models for each probability , compared to the baseline, where 

: 





• So how many separate logistic regression models do we have in terms of ?

Y = 1

πj
j ≥ 2

log(
πij

πi1
) = β0j + β1jxi1 + . . . + βpjxip

J



Interpretation (general)

• Each coefficient has to be interpreted relative to the baseline


• Continuous predictor:


•  is the increase (or decrease) in the log-odds of  vs  when increasing  by one unit


•  is the multiplicative increase (or decrease) in the odds of  vs  when increasing  
by one unit


• Binary predictor:


•  is the log-odds of  vs  for the group with  compared to the group with 



•  is the odds of  vs  for the group with  compared to the group with 

β1j Y = j Y = 1 x1

eβ1j Y = j Y = 1 x1

β1j Y = j Y = 1 x1 = 1
x1 = 0

eβ1j Y = j Y = 1 x1 = 1 x1 = 0



Apply to our example data

Write out the multinomial logistic regression models in terms of our example 
data (using “ses” and “write” as predictors and “academic” as the reference 
level)


• Start by defining  and its specific levels, , and 


• Then write the  models with the formula on the “multinomial logistic 
regression setup” slide

J p πi1 . . . πiJ

J − 1



Implementation in R



Interpretation

• A one-unit increase in writing score is associated with a decrease of 0.058 in 
the log odds of being in general program vs academic program


• A one unit increase in writing score is associated with a 6% decrease of the 
odds of being in the general program compared to the academic program 
(how did I get this?)


• The log odds of being in the general program vs the academic program will 
decrease by 1.163 if moving from low to high SES


• The odds of being in the general program vs the academic program are 70% 
(or 0.3x) lower for high SES than low SES.



Testing coefficients



Model assessment

• Assumptions


• Model fit


• Predictions



Predictions






